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ADAPTIVE FORCE CONTROL
IN COMPLIANT MOTION

I]omaycmn  Scraji
Jet 1 ‘repulsion Laboratory

California lnstitutc of Technology
]’asadcna, CA 91109

Abstract

‘1’his paper addrcssm  the problem of controlling a Inrinipulator  in compliant motion
while in contact with an cnvirollmcnt  having an unknown stiffness. ‘1’wo classes of solu-
tions arc discussed: adaptive admittance control and adaptive compliance control. Ad-
mittance control is an explicit force control schcmc in which a force sctpoint  is spccifkd
and is tracked by the force comlwnsator. ‘J’wo adaptive 1’11) and ]’1 force compcmsators
arc proposed in the pa.pcr which ensure robust tracking of step sctpoints and rejection
of constant disturba)]ces.  Compliance control, on the other hand, is an implicit force
control schcmc and establishes a user-spcciflcd target interaction dynamics t)ctwccl)  the
rcfcrcncc  position and the contact force. ‘J’WO adaptive lag-plus-fccdforward co~npliancc
coln~)cnsators arc devc]opcd in the pa])cr. ‘J’he 1‘1 force compensator and the proposed
compliance compensators do not require force rate information for implcmcntat  io~l. It I
both admittance and compliance control schcmcs, since the cnvirontncntal  stiffnc!ss can
typically vary by several orders of rnagnitudc,  compensator adaptation is uswt to CII-
surc a stable and uniform systcm performance. l)ynamic simulation results for a 7
1)011’ Robotics Research arm arc prcscntcd  to demonstrate the c~cacy  of the proposed
control schcuncs  in executing contact tasks.
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1 introduction

I tolmst  and rcliab]c operation of manipulators in contact with objects in their environment
is the basic rcquircmcnt  for successful cxccutiol I of many robotic tasks. Stable control of
Iobot-c])virol)lllcl)t  intcract,ion ~)oscs  a technically challenging problem, and has attracted
the attcntio]l  of several roboticists  for almost two dccadcs. In 1977, Whitney [1] pro])oscd a
sil np]c schcmc for contact control called ‘(position accommodation” where the contact force is
used to modify the rcfcrcncc  position trajectory. in 1981, lbibcrt  and Chaig [2] suggcstccl  the
“hybrid control” approach where certain (;artcsian clircctions  arc under position ccmtrol while
the others arc under force control. 1]) a seminal paper in 1985, 1 Iogan  [3] proposed ‘(impcdancc
control” which attempts to establish a user-sl)ccificd dynamic relationship bctwccn the cnd-
cffcctor position ancl force. ~o~n~)liant  motion control, which is in csscncc position-hscd
force control, has been suggested by Kazcrooni [4-9] and 1,awrcncc  [1 O- 13] iJ) a series of
l)a~)crs. Several other rcscarchcrs  have also contributed to the dccpcr  understanding ancl
further dcvclopmcnt  c)f contact co])trol Schcmcs, such as [14-41] to name a few.

‘J ‘hc ObjCCtiVC Of thiS paper iS tO dCVCIOp twO Siln])lC aTLd pragl”flatic  approac}]cs  tO COJltaCt
force control using the compliant motion framework. ‘J’hc first prc)poscd  ap~noach, callccl
adaptive whittance  COW%O1,  is zLn cwphcit force control schcmc which ensures robust force
sctpojrlt  tracking with clcsirablc  c1 ynamic  response, ‘l’his approach is kscd on the concept
of I ncchani cal admi ttancc, whit}] relates the contact force to the resulting vcloci  t y ~)crturLa-
ticm. ‘J’hc second proposed approach, called udaptive compliance control, k an implicit force
control schcmc in which the rcfcrcncc pc)siticm  is used as a cmmnancl  to control the co~)tact
force, ant] no force sctpoints  aJc used. ‘J’wo simple adaptive compliance compcnsaiors  arc
c{cvc]opcd  which pc)sscss enhanccci  stability aT Id improved pcrforlnancc  over the corlvcnt,iona]
coml )Ii ancc com~)cnsator. In both the admittance and ccnn~)liancc control apprc)achcs,  ccnn-
lm lsator  acla~)tation  is used to ~)rovidc stable and uniform performance unclcr gross variaticm
c)f the environmental stiffness,

‘J ‘hc paper is structured as fcdlows.  Sccticm 2 cliscusscs  fen-cc control within the ccnnpliant
motion framework. ‘J’hc concept of virtual forces for proximity control is discussed in Section
3. ‘J’wo adaptive admittance control schcmcs resulting in I’ll) and 1’1 force co~n~)cnsatcws
arc di scusscd in Section 4 to cnsurc  force sctpoint  tracking. “ ]n Section 5, aclaptivc 1 ag-~)lus-
fccclforwarc] compensators are dcvclopcd  to accomplish compliance with the envirollnlcl It. In
Sccticm 6, the ltobotics  ltescarch  arm is used i~l a series of clynamic  simulations to clcmcmstratc
force al~cl  compliance control. ‘1’hc paper is cxmcludcd  in Section 7 with a review a?ld F;cncral
discussions.

2 Force Control in Compliant Motion

]{obot manipulators arc always sup~)]icd wit}] joint servo control]crs  which ensure tracking of
jc)int sctpoints,  and, in turn, enable  the placcmcnt  and orientation of their e~lcl-cffcctc)rs  it I
the wcwksl)acc.  For unconstrained free-sl)ace motions, the cnd-cffcctor  ~artcsian  cocn dil)atcs
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X (tyl)ically,  a (3x] vector  of position and oricntatiol])  can follow a user-specified nominal or
rcfcrcncc  motion trajectory X7 using the joi~)t servos and inverse kirlc~  natic  transformation,
‘1’hc u~ldcrlying  concept of compliant lnotion control is to usc the positio~l-controlled robot as
a basc]il]c  systcm and to make the necessary modifications to this systcm to cmblc  execution
of constrained tasks that require 1-obot interaction with the c~wironmcnt.  F’i. gurcs 1 ancl 2 show
the block diagrams of position-based cx~)licit  a~)cl implicit force control systcrns  (i~lcluding
the force sct~mint  }’;) when the robot interacts with the environment. ‘1 ‘hc force/torque
scnscn’  moulltcc]  on t}lc cncl-cffcctc)r detects this int)cracticm an c1 lncasurcs  t}lc cc)lltact force
l’, ‘.l’his sensory clata is then feel back and used in real-time to mc)dify or pcrimrb the rcfcrcncc
lnotion trajectory A’p tc) assure a clcsirablc  bc}lavior  of lnalli~)lllator-c~lvirolll]lcl]t  i~ltcractioll.
‘] ‘his is accoln~)lishccl by commanclil}g  the cnd--cflkctor  tc) clcviatc  by the amount A“j fro~n its
rcfcrcncc  trajectory and track the moclificd  coml nanc]cd  trajectory XC. ‘1 ‘he perturbation Xj
is gcncratccl by the force or conqdi  ancc compensator which ~nodifics the nominal cnd-cffcctor
motion autcnnatical  1 y in response to the force/torc~uc sensory data in order to attain t}~c
rccluirccl interaction charactcristi  cs. 1 n g;cncral,  the conq)cnsator  is not rcstrictccl to have an
al gcbrai c-cli  ffcrcntial mc)clcl  ancl cal 1 pcrfor]n  logical operations or follow ccrtai n rule-tmscd
clccisicms.  ‘1’hc manipulator can also bc clrivcm froln a multitude of ot}m cxtcrllal  sensors, ancl
tl]c ccmlpcnsator  can perform sensor fusion and lnakc the ~lcccssary  trajcctc)ry  lnoclification
basccl on multiple sensory data.

Now, since the manipulator position control systcm ensures ~artcsian  trajectory tracking,
tllc position controller, in effect, causes each cnd-cfrcctor  coordinate to track the corrcspond-
ilq: comJnancl  ancl to reject the disturbances caused by other commancls.  As a result, wc
can collsi dcr each cnd-cffcctor  coordinate indcpcndcntl  y and rcplacc  the cnd-cffcctor  posi Lion
vector X in the control cliagram  by t}lc  scalar x, which can reprcscllt  any clcnncllt  of X, l“ur-
thcrmorc,  following Kmcrooni  [7], l~awrcnce [1 O], and other rcscarchcrs,  it is rc~sonablc  to
moclc]  each ~)osi ticm-contrc)l]ccl c1 IC1- cffcctor cc)ordinatc  by a scconcl-order li~lcar  continuous-
timc systcm,  so that for each cnd-cfrcctor  coordillatc  the scalar transfer-function relating the
comlnanclccl  position XC to the actual position x is givcxl by

(1)

wllcrc J,,,, 1~,,,,  ancl K“L arc the position- control] ccl manipulator mass, damping aTlcl st i ffncss
~JaTamctcrs  in ~artcsian-space,  respcctivcly,  and a =- ~ aT~d b =- &. ‘l’his simple lnodc]  can
aclcquatcl y account for the small time-clclays i~lvolvcc{”~n  the forward aTld i~wcrsc ki ncmatic
calculations as WC1l as the dynamics of the ~)c)sitic)~~-co]~trollc(l  joint servo lC)OIM. ‘1’his moc]cl
is particularly suitab]c  for industrial robots t}]at usc l)igh gear ratios which attclmatc  the
llo])lincar lnani pulator  clynalnics  and make the second-orcicr joint Inotor  dynarni cs clcnni  nant,
[42].

‘1’hc environment can often bc moclclcd as a linear spring with coefficient of stiffness
KC,, along the Cartesian axis of il]tcrcst. ‘1’llcrcforc,  t}]c folcc-clisplaccmcnt  model for the
cnvi ronmcmt  is given by 1 lookc’s  law as
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wlIcrc XC is tl)c no]nina]  ]Josition o f  t h e  c]lvironmcl]t. siJIli]W]y, t]”lC fOrCC/tOrC]UC  S0)S01
mountd  on the cnd-cflcctor  can bc modeled as a ~mrc s~)ring  with the stiflness cocfhicnt
K8,, , sillcc the dynamics of the sensor can be ]]cg]ccted ill conq)arison with the conlpcm-
sator a,l]d lnanipulator  thnc-constants. ‘J’hcrcforc,  the effective stiffness of the sensor plus
the environment in a ~artcsiau  direction is given by Kc = (1 /Kc,, -1 1 /K~,)- 1. Note that
altl]ough the manipul  ator-cnvironlncnt  interaction can be moclclcd  in dctai 1 as a high-order
dyl)a~nica]  system [36, 38], tl]c stif[llcss  is oftc]l the clominating factor in ccn]tact tasks sue})
as assmnbly,  lna.t,illg,  ancl dcburring  [1 O, 19, 35]. lhrthcrlnorc,  t}lis silnlic ]nodel  is lnath-
cmatically  tractable and has been widely adopted by several rcscarchcrs.  It is ilnportant
to note that when the robot is in contact with the cnvironnmnt,  t}lc dynamic model of the
positioll-control]cd  cnd-cffcctor  coordinate is modified by the cnvirollmcnt,  due to I]atural
fcncc feedback as

J,,,x  -I II,,,k -1 K,,,z  = K,,,zc - KCz (3)

since the contact force Kex will now oppose t}lc motion into the environment. ]Icncc, at
contact, tl~c  modificcl  transfer-ful  lction  ~;(s) t,akcs the form

(4)

where b’ = ~’{”;i~c~.  Note that the feedback loop K~x  C1OSCS natural Iy as the robot encounters
tJIc ti]wiro]]nlc];t.

in this ~)al)cr,  wc present two different approaches to force control: admittance  co7Ltrol  and
co?npliancc  conirol.  in the aclmi  tt a?lcc control sc})cmc  cliscusscd in Section 4, tl]c rcfcrcncc
]msi tion X, is a constant cxogcncous input used to ensure that the cnd-cffcctor  is initially
in contact  with the environment. Force cent ro], however, is accom~di  shed by ap~)l  ying the
force sct])oint  l’; as a co]nmand  in])ut to control the contact, fen-cc l’ as the output. in the
coI npliancc  control schcmc addressed in Section 5, the rcfcrcncc  ~)osition x, is used as a
co] n]nancl  input to co]ltrol  the collt  act force }“ , and no force sctJ)oint is applied (1’; = O).
1 n com~diancc  control, Xr is chosen to “pcnctratc)’ i]lto t})c cnvironmcmt by an ap~nopriatc
al nount  in order to produce  the desired contact force. ‘1’hcrcforc, to acconl~dish  a  c o n s t a n t
contact  force, the reference motion trajectory Zr is specified ~~ a constant during  constrained
]notion. ]n the abscncc  of the force fcwdback pcrtubation  ~j, the st,cady-state  contact force
4; solc]y due to the constant rcfcrcncc  motion trajectory z, is obtained froIn l’igurc 2 as

(5)

\VhcII t}]c c]]vironIncnta] parameters (k., XC) aT]d the robot parameters (6, b’) arc known
jmcciscly, the rcfcrcnce  trajectory X, can be con]] )utcd from (5) to produce the desired cotltact
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force l’; D l’;. 1 n pract,icc,  however, t}lis %]mn-loop”  approach to foxcc control which requires
exact knowledge of the systcm parameters (kc, XC, b, b’) is unacccptablc,  and  ‘(c]osccl-loop”
aplwoach c1 nploying force fccdl)ack  is clcsirablc  since it clocs not require knowlcclgc  of the
syst,cm parameters.

1 lcforc aclclrcssing  admittance al ]c1 compliance control, wc show that  the compliant ~ilotion
control framework can also bc usccl to accomplish ‘(proximity control” based on virtual  forces
gwcratcd  by ~noximity  sensors or dynamic world ~nodcls.

3 ]’roximity Control using Virtual Forces

1]) %ction  2, the robot  cnd-cffcctcw )nakcs  physical contact with the cnvirolitncnt  and “real”
forces and torques arc gcncratcd  based on this contact, in this section, the co~lccpts  laid out
in Section 2 wi 11 Lc used for %irtual”  forces allcl  torques in order to accomplish proximity
control relative to the cnvironTncnt  [25, 34, 36].

Virtual forces and torc~ues  can bc gcncratccl  based on the cnd-cffcctor  proximity to the
cnvircm~ncnt  using either proximity scnscnx or cl ynami c world lnodcls as discuscd below.

3.1 l’roximity Sensors

‘J ‘l)CSC sensors produce aTl output in response tc) the clista~lcc  fro]n an object. ‘J’here is a
wicic  variety of commercial proximity sensors with cliffcrcnt ranges of operation and physical
princi~dcs.  l’i.gurc 3 shows the characteristic of a tyj)ical  in-oxilnity sensor using the i~lfra-rcd
triangulation method. ‘1’hc sensor ~~roduccs  a current output, ralging  from 47nA to 207nA in
rcs])onsc tc) the object c]istancc  in the rang;c of bzo?ll?rl  to 180?”nm. ‘J’hc current output can
bc convcrtcd  to a voltage output ranging from 1 V to 5V by connecting a resistor across the
out~)ut.  ITI the linear operating range All  sl~ow]l in l’igurc 3, the sensor can bc lnodclcd a.s

where d~ is the sensed distance-toobjcct in ??UTL) & = 5Xhmn,  k~ is the dope of the sensor

( )20-4 - 0.047mA/m7n  , J} is t}ic sensor current output in mA,  and l’: =characteristic = ~zoaw -
4772A. l’]quation  (6) can bc intcrprctcd  as the force-displacement relationship for a ‘(virtual”
spring with stiffness k~. ‘l’hcrcforc, the ~n-oximity sensor output can bc used to perturb tllc
nominal motion trajectory Xr based ori the virtual force FL, as di scusscd in Section 2.

3.2 IJynamic  World Models

in an analogous manner to prc)ximity  sensing, world ~nodc] information can bc used to gcn-
cratc Wctitious”  forces based on clistanccs  to objects in the ,gcomctric  database of the robot
workspace. For instance, su~)posc that there is a moving object in the robot worksl)acc.  A
vision  systcm  can detect the ~)osition of t}lc object and attacl]  a fictitious surface to the object
in the world model. ‘1’hc robot  then reacts to this surface by cxpcricncing  a ‘(fictitious” force
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JL,  that reflects proximity to the surface. ‘1’hc force I’L, can tw generated in t}~c software such
that as the cnd-cflector  a~q}roac}lcs the surface, the magnitude of l’;, increases. A si~nple
Tc~)lcscl)t,atioIl  of t-his behavior is

{

ku, [z- c] for x > c
J;, = ~

fo r  x<c
(7)

WI ]crc x is the cncl-cffcctor  position, c rqmcscnts  the surface location, ka, is the stifl’ncss of the
fictitious spring bctwccn  the cnd-cffcctor  and the surface, and 1’ ~, is the fictitious force. l’;qua-
tion (7) generates a force ~mportional  to the cnd-cffcctor/surface distance. ‘J’his approach
can be used to avoid COI1 ision bet wccn two robot arms working in a common wcmkspace  by
attachi  I Ig a fictitious surface in the software to the cncl-cffector  of onc robot and continuous] y
u] )dati ng the gcomctri  c world model for the scconcl robot.

‘I ‘he virtual forces generated based on object distance can bc usccl  for two purposes:
(i) Collision Avoidance: Avoidance of collision with objects in the robot workspace is

a basic requirement in all robotic tasks. ‘J’l)c collisiol) avoidance rcquircnmlt  CaII simp] y be
cxl)rcssccl  as the inequality

J; < J).

where l’: is t}]c virtual force generated by the proximity sensor or world model, and 1~, is some
threshold force which reflects the allowable buffer for dynamic collision avoidance. lJsing the
co] n] Ji ant control system described ill Scctio~l  2, wc can form the force tracking-error as

{

o f o r  l’; < l’~,~, ]{j - l’~, for l’; > I’)1
(8)

and usc the admittance control approach described in Section 4 to ensure that tllc nominal
mciion  is ~)crturbcd such that c tends to zero.

(ii) Maintaining a C;onstant IIistance: Por execution of some robotic tasks such
as surface inspection or contour following, the robot cnd-cflector  must be Tilaintaincd  at a
constant clistancc  from a surface. ‘1 ‘his requirement can simp] y be ex~wcsscd  as

where F; rdlccts the desired distance-to-object. LJsing the admittance control

(9)

a~q~roach  of
Section 4, wc can ensure that the compliant control system meets this requirement.

Note that in dealing with virtual forces based on proximity sensors or d y~]amic world
models, the rate-of-change of the force signal is rcadi] y available in software ancl can be used
in the control law implementation. ‘1’his is in contrast to the contact force mcamrcd by the
force/torcluc sensor which is a noisy signal and cannot be diffcrcntiatcd  directly.
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4 Adaptive Admittance Ccmtrol

1 d us now consider the cxp]icit force control system s}Iown in Figure  1. ‘J’hc clJd-cffcct[Jr/cI] viro]lltl~:l]t
contact force II’ is measured by the force/torque sensor ancl is co~nparcd  with the desired force
sct~)oint 1~~ sl)ccificd by the user. ‘J’hc force co]npcnsaior  K(s) uses the force error itlfcnmla-
tion c = l’; - J’ to generate the necessary trajectory modification ZJ on-line and in real-time,
and the cnd-cffcctor  then tracks the modified motion  trajectory XC = Xr -I Zf as closely as
possible. Note that the force sctpoint  J; is spccificcl at the instant the robot  contacts the
environment initial 1 y and is reset to zero wlIen the cnd-cffcctor  contact task is terminated,
so that during free-space motion J; : 0.

]n contrast to pure position control which rejects disturbance forces in order to track
a given reference motion trajectory, the force compensator K(s) attempts to comply” with
t}Ic cnvircml  ncntal interaction and react cluickly tc) contact forces by rapidly modifying the
reference motion t rajcctory.  A proper measure of effectiveness of the co~nplial ]t motion control
is the mechanical admit~ancc  Y defined as [18]

y:. : “ (lo)

whcm Bj is the cnd-cflcctor  velocity and 1{’ is the contact force, both at the point of interaction.
A larg;c admittance corresponds to a rapid motion inducccl  by a]q)licd  forces; while a small
ad~ ni tt ancc rc])rcscnts  a slow reaction to contact forces. IIascd on the above discussions, the
force coml)cnsator  transfer-function K(s) = ~j{,~) is cx~ncsscd  as tllc product

K(s) : ~ . Y(s)
s

where the admit tancc  Y(s) relates the force error c to
~(s) l’or a knowl~ environmentalvj(s); i .e . ,  Y(s)  : ~f;l-.

(11)

the cncl-cffcctor  velocity pcrturhation
stiffness, an achnittancc  Y(s) can be

co]lstructcd  to achic;;  a desirable force response with smal 1 or zero error, low overshoot,
and rapid rise time. JIowcvcr,  the same admittance typically exhibits sluggish response in
contact with softer environments, and goes uI]statdc  when contacting stiffer environments.
III c)thcr words, because different environments have clivcrsc stiffness which cm vary over
several orcicrs of magnitude, a fixed admittance design based on a nominal environment leads
to non-uni fcnm dynamic performance ancl often instability. ‘1’0 overcome this ]mot)lc]n, wc
propose u,daptive  admittance co72trol  where the ])aramctcrs  of the admittance Y(s) arc tuned
auto] natical]  y on- line basccl  on the force tracking performance of the systcrn.  ‘l’his approach
~mwidcs  stable and uniform performance unclcr gross variations in the environmental sti frncss.

in this scctior],  wc consider two classes of adaptive admittances that can be used for
force or ~)roxi] nity contro] within t~]c com~diant  mc)tion  control fralncwork.  ‘1’}Ic scco]]d-order
admittance leads to an adaptive ])IIJ force compensator, while the first-order admittance
lcacls to an adaptive 1’1 force com])cnsator.
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4. J Aclaptivc  }’11) Force Compensator

I II this section, an adal)tivc  scccmd-order  ad]nittancc  control schcmc will bc Clcvclopcd  to
accom~  Ji sh force control within the comp]i  ant, motion framework.

Ckmsidcx  the adlnittancc-based com~)liant  control system  shown in l’igurc 4. 1 mt us chc)ose
a second-order adlni ttancw mock] as

Y (S) z kds2 i kpS -1 ki (12)

resulting in the 1‘11 ) force compcnsa.tor

K(s) = ~- s Y(s) = kds -1 kP -1 ;
s

(13)

W}ICTC  { kP, ki, kd} arc t}m promotional, integral, and ckrivati  vc force feedback gains, rcs~mc-
tivcl y. ‘J’his leads to the force feedback law

d
/

t
Xj = kd---C  -1 kpc -1 ki

(it
fxu

o
(14)

which ilnp]ics  that the position pcrturt)ation  Zf due to cent act force is in direct proportion
to the rate-of-change of force cmcn-  +1 e, the installta~  wous value of force error c, aml the timc-
ildmgral of force error ~~ edt. ‘J’hercfore,  the force control law contains information about the
last history [throug]l  f: edt], t}lc present va]uc [t}lroug}l e], and the future trend [through ~ c]
of the force tracki]~g pcrfor] nance of the systm n.

l“or the pur~mse of control law clcwclopmcnt,  wc consider the control signal Xf to bc
COI nlmiscd  of proportional and clcrivati  vc terms in {c, E} together with an auxiliary signal
g(t) which contains the integral term, that is

where {&(t), kd (t)}  arc the adaptive prc)portional and derivative force fccclhack  gains, rcspcc-
tivcly.  O)i a~q)lying  the control law (15) to the systmn showl~ in Figure 4, and noting that
l’;, ke, and z, are constant, wc obtain  the force error dynamics as

t -i [a -{ bk~kd]d  -i [b’ + Lk.l+]c = b’[)~;  – J;] -- bk.g (16)

where ~~~ is Mined in (5). Nquatiol] (16) rcprcsc]]ts  the ‘(adjustab]c system” in the modcl-
rcfcrcncc  adaptive control (MllA~) fra~nc work. $hl~q~osc  that the dcsimd behavior of the
force tracking-error e,,, is spccificd as

.5,,1 -i 2< LL)6,,,  -1 k)2c,,* = o (Ii’)

wllcrc < and w arc the user-specified damping ratio and undamped natural frequency of the
force error clymmics. h~quation  (17) constitutes the “rcfercncc mock]”  within the MliA~
fralncwork.  l’ollowing  Appendix 1, t}m adaptation laws for {g(t), ~(t), kd(i) } which ensure
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that  the solution c(t) of the error  dynamics (16) tends a.~ym~)toricall  y to the solution G,,(t)
of the rcfcrcncc rnodcl  (17) arc given by

kp(t) ‘ I$Jo) -101 J’ g(t)c(qdt

kd(t) =’ /cd(o) -1 ~, Jt g(t)t(t)dt

R29(~)4~) (18)

‘Y2d~)’4~)

wllcrc (top, u+f) arc the positive position ancl velocity weighting factcws, (al, /31, -yI ) arc the
positive intc,gral  adaptation gains, (CW,  &, ~Q) arc the positive or zero proportional ada~Aation
gains, and [g(O), &(O), k~(0)] arc the positive initial values c}loscn to ~nwvidc  appropriate
i]litial  position perturbation signal and initial proportional and derivative gains fcm the control
systcm.  ‘J’hc force control scheme is shown in l“ip;urc 5. lJsillg (18), the force control law (15)
can bc written as

where kj (t) = al Wd-I  ~2wP -t kP(i) is the aclaptivc ~n-oportional  gain, k; = OIWP is the constaTlt
integral gain, kj(t) = a2wd -I kd(t) is the adaptive clcrivativc  gain, allcl  Xj (0) : 9(O).  It is seen
that the position perturbation Xj (t) duc to contact force is gcncratcd  by a 1’11 ) controller
clrivcn by the force tracking-error c(t), whcm the controller is tom] )C)SCCI  of a constant-gain
1’111 term and an adaptive-gain 1’1 ) term.

1+’rmn a practical point of view, the cxmtact force J’ measured by the force/torque sensor
is often a noisy signal and hcncc di rcct differentiation of this signal to obtain & is unclcsirablc.
‘1’wo altcrnati  vc solutions are available to ovcrcomc tl)is problcm,  ‘J’hc first solution is to
filter the measured force signal J’ in order to remove the high-frequency noise sul)crinlposed
cni 1“. Oftcntilncs,  a simple first-order low-~)ass  filter is suficicnt  to remove the noise. ‘J’hc
Yiltcrcd” force signal fi can then bc diffcrcntiatccl and used in the force control law (15). ‘l’he
second solution is to rcplacc  d by - kei,  as suggested by }“ = ke(x - Xe), where }’; is constant.
Also note that since kc is an unknown positive constant, it can bc absorbccl in the acla~)tation
gains and in the weighting factors. Furthermore, in the analysis so far, wc have ncglcctcd  the
dynamical effects of the environment. ‘1’0 ensure robustness ill the prcscncc  of this unmodclcd
dynamics, wc slightly modify tllc adpatation  laws (18) usi~)g the a-modification terms [43].
‘J’bus, the modified adaptation laws using the velocity signal i arc given by

Xj(t)  = g(t)  -I k;,(t)c(t)  -- ku(t)i(t)

t
g(i) = g(o) -1 al Jt q(t)dt -1 a2q(t) - al J g(t)clt

o
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(20)

k.(i)  = k,,(o) -- Al Jt gilt - Apg(i)i(t)  - as/t ku(t)dt
o

g(t) = Wpc(t) - ‘l&i(t)

whc!rc A] =  ~lkc, AZ = 72kc, Z& :- w~ke and 01, u2, cr3 arc small positive constants. ‘1’}w
addition of the o -mocli  fication txmns cnhallces robustness ill the presc~]cc of the unmodclccl
clynamim, at the price of a residual force tracking-error of order (o+).

Wc conclude that the adaptive second-order admittance control schcmc clcvc]opcd  in this
section for generating the position pcrtm+mtion  is cxtrcmcly  simple and computationally  very
cff icicnt.  As a result, the control schcmc can bc irnplclncnt,cd  for real-time force control with
a high sampling rate, which is critical for closccl-]oop  stability of force control loops that
col)tai n typically large cnvircmmcntal stiffness k.. Furthcrmcmc,  since the control]cr  terms
C1O not  require knowlcclgc  of xc ancl  kc and a~ c acljustcd on-]inc basccl on the force tracking
performance through c ant] L, t}lc  control]cr  can rapidly adapt itself to gross c}]angcs in the
CI wironmctal  parameters XC and ke,

4.2 Adaptive PI Form Compensator

in this section, an adaptive first-orclcr aclTnittancc  control schcmc will bc dcvclopcd for force
co~ltrol  within the comp]i ant motion framcwcn-k.

Consic]cr the aclmittancc-tmscd  colnp]ialit control systclI”l  shown in }{’igurc 4, with the
first-order admittance model

)“(S) = kPs -1 ki (21)

resulting in the 1’1 force compensator

K(s) = ; . }’(s) = Aj -1 ;- (22)

ancl the force feedback law

/

t
Zj = /+)c -t ki Cclt (23)

o
where { kP, ki } are the proportio]]al  and integral force feedback gains, rcspcctivcly.  in com-
l)arison wit}] the sccol]d-order admittance moclc]  (12) USCC1 in Section 4,1, the first-order
aclrnittancc  mode] (21) has the advantage of 7mt requiring the rate-of-change of the force
error E, whicl)  is a noisy signal, As a result, the 1’1 control schcmc is much si~nplcr  to ilnplc-
lncnt  in practice. 1 lowcvcr, the price paid for this simplicity is that  there arc now insufficient
ac]justablc  gains in the compcmsator  to ensure that the error dynamics (16) follows an arbi-
trary user-spccificd rcfcrcncc  ~nodcl  (17). In this case, the force feedback gains arc chosen to
ensure mcrc]y  that the error dynamics is asyln~)totically stable, so that C(I) - ~ O as t - ~ cm.

10



Applying
model of t}lc!

the 1’1 control law (23) to the systmn shown in F’igum 4, wc obtain the clynamic
force tracking-error as

J
t

; -1 at -1 [// -1 bkekp]c -1 bkeki Cdt = U[l; – J;] (24)
o

Wlwc! 1’; ~ k. [;z, -- x,] “IS the co~lstallt  col)tact  force solely clue to Xr. It is seen that the
cocfflcicnt  of& in the error dynamics (24) is constant and cannot hc aflcctccl  by the controller
gains {kl,, ki }, ‘J’his is cxpcctml since the force compensator dots not }~avc any active damping
tcrln  k& to COlltribUtC!  to the passive daTnpillg “u” of the systcm.  NOW, WC need to find the
adaptation laws for the proportional gain ~(t) and the integral gain ki(t)  to ensure that (24)
rcprcscnts  an asymptotical] y stable systcln.

‘J b simplify t}jc stability analysis, wc choose the intcp;ral gain ki as a constant and employ
a~l adaptation law for t}lc proportional gai~l  kj, as a nonlinear function of the for-cc tracking-
crror e, Wc adopt the l,yapunov  approach to investigate the stability of the t}lird-order
non]i near error diffcrcnti al equation (24). k’or a c1 ass of third-order nonlinear diflcrcntial
equations such as (24), l~arbashin  [44] has obtained specific stability criteria using a l,yapunov
a~lalysis; [SCC Appendix 11]. Applying Jlarbashin’s  method to the error dyllanlics (24) yields
t}Jc following  t}lrcc stability conditions:

(i) a > O
(ii) bkCki[J~ CdL]2 >0 - ~ ki >0

( i i i )  a[b’ -I MCkP] - bkeki >0 - ~ k i  <a[~-~ +=]

‘J’bus, wc conc]uclc  t}lat the stability of t}lc  llonli~lcar  differential equation (24) is guaranteed
~movidcd  that

(25)

Note t}~at  conservative estimates of t}~c attenuation factor a and the forward path gain ~~ can
rcacli]y  bc obtained from the open-]oop response of the contact force }“ to the step rcfcrcncc
position x, with no force feedback (zj = O). l’urthcrmorc,  observe that closccl-loop  stability
is attained for all environmental st,i ffncss ke provided t}~at  the following relationship holds
bctwccn the proportional and integral gains

O<ki<akp (26)

It is seen that the stability condition (26) dots ~lot contain the stiffness of the cnvironrncnt
ICC.  Onc viab]c choice for the proportional gain ~ as a function of the force tracking-error c
is gi vcn by

k,(t)  = & -{ L1’C2(t) (27)
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wlmrc Ik@ is the positive constant value chosen for & when e = O, and a is t}w positive
constant adaptation gain c}loscn by the user to reflect the sensitivity of ~ to c. N’oticc
that the adaptive term  crc2 contributes only to the tra~]sicnt  response by increasing the
1)1 oportional  gain kP so as to rcducc’ the tracki~lg-error c. When e is small, the effect of crc2
is dilninishcd  and kP restores to its initial value k~. On substi~uting  for kP in IIarlxx+in’s
stability ccmdition  (25), we obtain

[ 1O<ki <(’i /c@-l  CW2-I ~:’
c

(28)

‘1’l)crcforc,  ~novidcd  that the controller gains arc chosen SUC}I  that

[ 1
O<lq<a  k& (29)

c

the stability of the closed-loop compliant control system is guaranteed. l’igurc  6 shows a
block diagram of the adaptive 1’1 force control schcmc.

l;quaticm (27) implies that

kp(t) = %X(t)t(i) (30)

‘1’his means that the rate-of-change of the ~)roportiona]  gain kP is in direct proportion to
tlw size of the tracking-error c and the rate-of-change of c. ‘1’0 illustrate c]ualitativcly t}lc
adal)tation  of the controller gain ~,, consider a typical force response and the corresponding
~)}~asc  ~Jot shown in Figures 7a and 7b. ‘J’hc force rcs~)onse and phase plot consist of four
segments Al~, }1(3, ~1), and 1)1’;;  the segments arc rcpcatcd periodically after H with decreasing
amplitude. In segments DC and 1)1’;, c ancl L have the same sign [in 11~, c < 0, L < O; in
1)1’1,  c > 0, & > O], and these segments represent unjavomhle  tnmds since the force error is
ncg;ativc  for }1~ (positive for 1 )1’1) and is decreasing further (increasing further). in these
cases, CL > 0 and from (30), & > 0, and t}:c controller gain kP incrcascs.  In segments All
and Cll), c and L have opposite signs [in All, c > 0, 6 c O; in ~1), c < 0, & > O] and these
scgtncnts  rcprcscnt  ~uvornbk trmds since the force error is positive in A,]] (negative in Cl))
and is clccrcasing  (incrcasi ng) toward zero. IT] t}l~sc cascx,  & <0 and & < 0 whic}l m e a n s
t}]at & will dccrcasc.  We conclude that whcrl the force response has an unfavorable trend,
the proportional gai~] increascx rapiclly  to COI rcct the response; whereas during a favorable
trend, the gain dccrcascs  since no corrective action is callccl for. Notice that the proportional
gain will adjust continuously until the steady-state is reached when c = ~ = O and ~ assumes
the s~~ccificd  constant value k@.

lrinal]y,  it is interesting to rcdc~ ive the ],yapunov  stability condition (26) in the special
case of constant  ~, k~ using the classical root locus analysis. With constant kP ancl ki and
~((s)  = kP -~ ~: , ~~~-~, the variations of closed-loop po]cs  as the environmental st i frncss
k. varies from- O to & arc shown in
robot is ovcrdampcd. It is seen that

F’igure 8 for the case where the position-co~ltrolled
as ke incrcasscs, one closed-loop pole moves toward

12
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t})c coIn]mIIsatoI zero at - kl/& wlIile the rcI naini~lg  two closml-loop  poles IJIOVe toward the
a.~yln~)totcs  at s z cr; where f rom the root locus  mcthocl  u = ~“’! $/kP. ‘J’hcrcforc,  prcwiclecl
that  kl < a~, wc obtain a < 0 and the rc)ot loci stay entirely in the left-half plane and
closed-loop stability is guaranteed for all k.. Notice that the condition ki < ah was obtained
earlier in (26) using a IJyapunov analysis.

in ccn]c]usion,  using the first-orclcr achnittancc  contrcd  sc})cmc

(31)

wc ensure that the c}oscct-loop force control system is always stable when t}ic robot  is in
contact  with all environment havinp; an u:lknown stiffness coefficient kC. It is interesting
to note that the mechanical realization of the force control law (31) is a nonlinear s~xing  in
series with a lil]car damper as show]] in Figure 9. in this case, wc have the force-displacement
relationships

(32)

Finally; wc discuss “the steady-state sctpoint  regulation and disturbance rejection charac-
teristics  of the force control schemes clevclo])cd in this section. ~onsic]cr  the admittance-lxwccl
1‘1 I) ancl 1‘1 force control systems shown in IJigurcs  5 and 6. Since the c]osccl-loop  system
is asylnptotically  stable, when the stc~) force sctpoint  l’; ant] the constant force disturbance
l’~ arc applied to the system, the integral of force error f; c(t)dt which is a system .statc-

dt [J:c(Odt]  ‘- e(i)  tends  tovariab]c rcachcs  a constant value in the steady-state. 1 Icncc @
zero as t - ~ cm; that is, the contact force 1’ tracks the force sctpoint  l’; and rejects the force
clisturbancc  I’L when the stcacly-state is reached. l’hrthcr~nore, when the systcm parameters
{a, b, b’, kC} or the compensator gains {~, kij kd} undergo gross and arbitrary variations, the
ccmtro] system  is robust in the sense that the sctpoint  regulation and disturbarlcc  rcjcxtio~l
charactcristi~~  are retained, jmovidcd that the C1OSUL 100IJ system remains stable. Note that
wlli lC tllcsc steady-state properties arc prcscrvcc],  the closccl-loop  systcm  tnay cxhibi t unac-
cc~)tablc  transient ressponscs for certain  values of system parameters or compensator gains.
Wc note that the robust sctpoint  rcgu]ation  and disturbance rejection characteristics arc due
tc) the prcsencc  of the integral term in the fcx-cc compensator. ‘1’hcse inherent features of
i ntcgral  control make it a vital cmnponcnt  in any practical explicit force control scheme.

5 Aclaptivc Compliance Control

In this section, wc consiclcr  the il n~dicit force colltrc)l system shown in Figure  2 in which tl lC
reference position o~r is used as a comtnatlcl  to col]trol  the contact force 1“ during constrained
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tasks. ‘]’his is accomplished by establishing a clesirablc  position-fcmcc  (zr – F) relationship
thTcmgh an appropriate choice of the compensator K(s). ~ompliancc  control accepts the
pc)sition  commandxr  as input and ~~ro(lllccstllecolltact  force.1’asoutput, anddocs  not usc
aTIy force sctpoi nt. ‘J’his is in contrast to admittance control cliscusscd in Section 4, in which
the force sct~)oint  l“~ is conl~nalldcd  to control the contact force 1’, and the force error c is
lnappcd  to the position perturbation xj.

1 n subsequent sections, t}lc  convcntiona] compliance compensator is first rcvicwccl  bricfl y
from the stability point of view. A compensator modification is then l)roposcd to cnhancc
closccl-loop  stabiliy,  and simple methods for compensator acla~)tatioll  arc dcvclopcd to improve
system pcnformaTlcc.

5.1 Structure of Compliance compensator

‘1 ‘hc most comTnon im~)lclncntation  of the compliance compensator K(s) is the first-order lag
filLcr  [7, 10, 19, 20]

(33)

wllcrc kd and k~ arc positive constants. in this case,
t}lc contact force 1“ obeys the di flcrcnt ial equation

the trajectory perturbation xi duc to

J’(i) (34)

‘1’hcrcforc, the compensator ‘%chavcs”  like a spring with stiffness cocflicicnt k. in series wit}]
a daln~)cr having fricticm Cocfficicllt kd. Note t}lat if a pure gain is used instcaci  of the lag
com~)cnsator (i.e., kd = O) a spring with no danq)cr  is rcalizcd~  which yields an undesirable
response since t}lc manipulator clamping 11,,, can not bc altered by the compensator. 1 f an
ilitcgrator  is used instead of the lag compensator (i.e., k~ = O), the position-accolnmodation
or damping control schcmc [1] is retrieved which has an undesirable feature duc to lack of a
s~)ri ng action to restore the refcrcncc  position w}lcn 1’ = O. ‘J ‘hcrcforc, the lag fil tcr combi ncs
the attra,ctivc  features of both the spring and the damper i] I a single compensator.

‘1’hc pcrforlnancc  and stability of t}lc  compliant control systcm with K(s) = ~~~lii~  has
been studied in detail by l,awrcncc  and Stoug}]ton  [1 O]. ‘J’hcy derive a set of stability bound-
aries in WC (k~,  kd) plane that divide the plane into a stable region and an unstable region of
operation. ‘J’hc instabi]it  y phcnomc] ]on Lccomcs  evident by considering the root locus behav-
ior of the closed-loop system. l’or a given colnpcllsator  K(s) = ~.\T, the loci of closed-]oop
~)olcs as a function of the environmental stiffness kC arc s}lown in F’igurc 10, where it is
~a.ssu~ ncd that the manipulator poles arc slig}]tly ovcrclampccl.  It is men that as the value
of kC is incrcascd  from zero, one pole moves on the negative real-axis, while the remaining
two poles move on the real-axis toward a breakaway point, the poles then coalcscc and sub-
scqucnt]y  bccomc complex ccmjugatcs, and finally for kc > ke,nwT  the po]cs move toward
tl)c unstab]c  region (right-half plane) on two asy)n~)totcs  which intersect the real axis at an

14



. .

,.

al ]glc of 3.60°. We conclude that the compliant cent rol systmn using the lag compensator
wjll become unstab]c  when contacting environments with high stiffness ke > kC,,,mr, ‘J’hc
value of kC,mz depends on the compensator parameters (k~, kd), as well as on the numerical
val ucs of the manipulator parameters (a, b, U). Notice that if the second-order ilnpcdancc,
filter K(s) = ;lg~.f~gi  ~ is used instead of the first-order com])cnsator  (33), the closed-loop
s ystc~n will bc lCSS stable duc to the additional 90° 1)11 assc lag introduced by K(s). ‘J’his is also
cvidcmt  by noting that the angle of root locus asymptote.s will change from 4-60° to :145°,
thus forcing the closed-loop poles to move sooner into the right-half plane.

III order to maintain system stability under high environmental stiffness, wc propose a
sil n~)lc modification to the basic compliance contrc)]  schcnnc of equation (33). Omsi  dcr the
convc~]tional  compliance conqmnsator  1 /(k~s  -1 k$), and add in paral  IcI the force fccdfor ward
gain kj as shown i~l Figure 11 to yic]d the lag-plus-jcedjorward  compensator

k as -1 p
(35)K(s) ‘ kf -1 ~;;-_, ~8 ‘“ —. ..”.. ——-—

kds -1 ks
w][crc k is the gain of the lag tcr~n, a = kjkd and ~ = kjk~ -I k. It is seem that the
iI)troduction  of the fccdforward  gain kj has given rise to a compensator zero at s =- -- ~/cr.
‘1’hc ~)roposcd  compliance compensator (35) has the simple mechanical realization of the
spri ng-damper-spri ng system shown in Figure  12. h’or this mcchanica]  s ystc~n,  wc have the
fC)rcc-Clis~~lacclJ3cllt  rc]ations}lip

(36)

which yields the input-output model

l.ct us now investigate
~)liancc  compensator (35).

the stability of the closed-loop system using the proposed com-
Figurc  13 shows the root loci of the closed-loop systwn  with tlw

cnvi ron~ncnt  stiflncs  ke as a parameter. It is seen that as kC increases, onc closed-loop pole
Inovcs toward the compensator zero at s =- -- @/~, while the remaining two poles move on
tl]c real axis, coalesce, and then txcak  away ancl move toward two asymptotes w}]ich are
~wrpcnclicular  to the real-axis at s = o. ‘J’hcrcforc,  the effect of the additional compensator
zero (produced by the fecdforward  gain kj)  is to ‘(pull” the root loci to the stable left-half
plane by changing t}le angle of asymptotes from 60° to 90°, thus enhancing the stability
of the compliant control system. It is seen that providec]  u <0, the closed-loop poles arc
stab]c  for all values of ke, and thus t}le  compliant control system is stable rcgun-llcss  of the
Cllv’ironlricnta.l  Stag ncss, ‘J’hc value of o is obtained as

-a -- ksjkd -1 @/Q*= _._. _ ------------
2
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hcncc for large-stiffness stability, wc require 0< O; that is

. .

‘1’l]is  result  can bc verified by ap~)lying llouth’s  criterion
~xdy~lonlial  A(s) obtained from

1-1 - - --~---“ cl’s -1 p
ok. . ~d; :, &

S2 -1 as -1 b’

(37)

to the closccl-]oop  charactmistic

.— 0

(38)A(s) = kds’ -1 [ks -1 akd]s2 -1 [d. -I b’kd -1 c@c.]s  -1 [b’ks  -1 ~bk.]

W}w]l the ~)aranxicrs  (a, h, b’, kd, ks, cr, ~) arc positive, for stability wc only require

[ks -I ak~][aks  -t b’kti + crbkc] > kCZ[b’ks  -I Obke] (39)

which leads to

[ 1

a.k~ -1 a2kdk8  -1 allkj  ks,B < fl,,wr ‘ -- “--–” ~k-”kd ---- -} ~ a -1 .
c kd

(40)

1 t is seen that for soft environments, ~,,,or is high; w}lcrcas  for hard environments, &T - ~

~[fl” 21 ‘1’hcrcforc, to ensure stability, it is sufficient to have

(41)

which was obtained in (37) using the root locus method. A more conservative sufficient
condition for closed-loop stability is found to be

(42)

Note that ~ < ~ is a suflcicnt  but not a ncccssary  condition for stability, and  it is therefore
~nore  stringent than need be. Since the compensator zero at s = —@/a is closer to the origin
t])an the compensator pole at s = - k$/kd  when incqua]ity  (42) is satisfied, ~(s) is a @lasc-
kmi compensator. It is by virtue of the phase-lead that closed-loop stability is enhanced

Q9+ P ~orlll)arcd to t}lc conventional lag con~PcnsatOr  k~~~-j;”by the l)roposed  compensator  ~jgi ~.
Note that the compensator zero also speeds up the response of the compliant control system,
since the force feedforwarcl  term kjl” produces a corrective action  spontancous]y  while the lag
outlmt is building up. It is important to note that the compensator coc~]cicnts  (ks, kd,  CY, ~)
affect all four coefficients of the closed-loop characteristic polynomial A (s), and t}wrcfore the
com~)cnsator K(s) can bc chosen such that A(s) has some desirable stable roots.
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1A us IIcnv cxa~ninc the relationship Lctwccn  the rcfcrcmcc  position trajectory x, and the
resulting contact force l’, Without loss of generality and to sinq)lify  the analysis, the world
frame is clcfincd to bc on the environment so t})at x. = O. From Figure 11, wc have

F(S) &___
;Z4 as+ & bk.(k@ -1 k.)-.———- -— . . . .— ..— —. (43)

x , (s )  ‘ i- -1 ;z,~fi ~-. ;:::; ‘ (SZ -l ~;-;”””&j(&s  -I k:) -I bic~s”[”~J

Ecluation  (43) rcprcscnts  a third-order systcm with poles in the stable left-ha]f plane and a
zero at s =- -- k~ /kd.  For a step position cornmancl  Xr (t) =- XS8, the steady-state contact force

(44)

‘J’] Icrcforc, the contact force 1“ can bc controlled dircctl  y by the position command x. for
a given k. and K(s). l;quation  (44) implies that in the steady-state, the compliant control

-1
systcm  behaves like a pure spring with stiffness coefficient kaP = [:,; ~“1 , whicl] is the

equivalent stifrncss of two springs with stiflncss coefficients ~ and -&Q c&ncctcd  in series.

Note that ~ is the equivalent stiffness of the series combination of the two s~n-ings  #j and

~. As a result, in$ present in the compliance compensator K(s), slncc  ~f~~ =- ~;~~{z  =

the stcacly-state, the compliant control systcm  behaves like ~hrcc springs conncctccl  in series:
~fi rcprcscllting  the robot-environment stiffness in series with k; 1 and k~k- 1 representing the
cwn~)cnsator,  so that l’~~ = [b’(bke)-’  -1 k, -1 kk; l]-” lX~,. Note that the complia~lcc  compen-
sator ~~~~-~i  acts like a spring ~ to change the robot-environmental sti ffncss -Vbk~ appropriately
and t}]us ~mwi CIC the desirable aPptLT”Cnt stiffness k~p.

l“rom equation (44), the steady-state contact force lj, can bc cxprcwcd  as

(45)

1 t is seen that given the cnviromncntal  stiflncss  k. and tbc robot parameters (b, U), the
com~xmsator parameters (~, k~) can bc chosen suc}~ that t}lc  x+ - J’ relationship (45) matc}~cs
tllc user-specified

where 1’~,1 and ~,,

target model

arc the desired contact force duc to X88 and the desired apparent stifrncss,
rcs~)cctivcl  y. on comparing equations (45) and (46)  and setting k8 = 1, wc obtain

p= ;... -._!-
,,, bke

(47)
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‘1’hc compliance compensator K(s) with ~ given by (47) ensures
interaction cmu]atcs  the target moclcl (46) ill the stcacly-state.
mcnts,  ccluation  (45) rccluccs  to

that the robot-environment
Note that for stiff cnviron-

(48)

and hcncc the apparent stiffness bccomcs kop = k,/fl which is inclcpcndcnt of k.. ]t is SCCn
that the contact force l;. is directly ~moportional  to ks and inverse] y proportional to ~. 1 lcnce
wc can set kg = 1 and ~ z & to emulate the target moclcl  (46).

l“i~lall  y, wc make the following observations regarding the proposed compliance compen-
sator:

1,

2.

3.

\WICn k, = O in the compliaTmc co]npc)lsator J{(s) = ~~~~ {j, the l’] force compensator

[~~,-;q ~~c”;, is rctricvcd,  which is discussed in Section 4.2. lkom  (44), it is seen that
. . ~~ z O; i .c., the 1‘1 compensator achicvcs  zero steady-state contact force,

as cxpcxtcd.

‘1’hc compensator K(s) = ~~~ f, cm Ix Viewed aS the 10W-P~W  filter ~;\ ~~ in CaSCadC
with the proportional-derivative (1’1)) controller  CM -{ P. IICIICC, in cfrcct, the nlca-
surcd  contact force l“ passes through tl~c low-pass filter to produce the Yiltcrcd force”
fi = ~~j~ ~., which is then operated 0]1 by the 1’1 ) ccmtroller  to generate the position

‘ -I ~fi, Alternatively, the co)np]iancc compensator can bc cx-l)crturbation xj = a$fi

in -c s scd  a s  K( s )  = k; -I 1:17,5  k:s, whe re  kj = f , k; = Q-”-p&fkI,  and 1’ = ~. ‘J’his
rcprcscmts a ‘iproportional-p] us-filtered- dcrivativct’ control]crj  in whit}] the low-pass fil-
ter Iilq>g removes the high-frequency noise supcrimposccl on the measured contact force
b~~orc diflcrcntiation. Note that the built-in low-pass filter is an attractive feature of
t h i s  c o m p l i a n c e  c o m p e n s a t o r .

‘1’hc dynamical model of the corrq)liancc  compensator rclatillg  the input ]“ to the output
z~ is given by

k~:ix~(t)  -I k,zj(t)  = yj’(t)  -1 @l’’(t) (49)

It is seen that the position perturbation Xf = x, – XC is related to the contact force 1’
by a first-order differential equation, which also contains ~. ‘1’hc force clcrivativc  term
~~~ duc to the fccdforward  gain kj results in a predictive corrective action and makesdl
the systcm  more responsive, especially when J’ is small but is changing rapidly, e.g.,
at impact and initial phase  of contact. ‘.l’his utilization of infcmnation  on the future
trend of contact force cnhanccs  systc]n stability and im~>rovcs  dynamic pcrforl  nancc
[SCC,  e.g., 21 ]. Notice that when the cnd-cffcctor  is in contact with a hard environment,
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the relationship bctwccn the position commaml  x, and the contact force II’ is found
from equation (43) as

o r

which is a first-order differential equation containing both  &(t) and ~’(t).

5.2 Stability-llascd  Aclaptive  C o m p l i a n c e  ~onq>cmsator

(lonsiclcr  the compliant motion control system shown in l~igure 1 I. ‘J’hc cliffcrential  equation
relating the contact force l“ to the reference position Xr is found tc) bc

Now, to apply a constant force on the enviromncnt,  the r-cfercnce  position z, will bc chosen
to penetrate into the environment by a constant amount. Ilcnce,  we can set ~- = O and
investigate the stability of the third-orclcr  differential equation (50) using a 1,yapunov  ap-
proach. In orclcr to improve the ~)crformancc  of the co~ilpliant.  control syste~n, it is suggested
that the compensator gain ~ bc a ncmlincar  function of t}]c contact force 1“. On a~)~)lying
Ilarbashin’s  theorem to the third-order nonlinear differential equation (50) with @& : 0 [see
~~)pcndix  11], the following three stability conditions ate obtained:

where it is amrmcd that the parameters (kd, k$, o) of the compensator arc fixed ancl the
paramc%cr ~ is a function of the contact force F. conditions  (i) a~lcl (ii) arc satisfied when
the compensator parameters (kd, k,, o, P) arc chosen to hc positive. condition  (iii) sirrrplifies
tc)

(51)

It is seen that w}lcn ~ is a constant, }~arbmhin’s  stability ccmdition  (51) rcduccs  to ltouth’s
stability condition (40) obtained i~l Section 5.1.
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SuIJposc  that wc wish to cmmlatc the uscn-slwcificd  stc.acly-state static  target interaction
111OCM

‘I1hCn, wc can chocm the compensator g;ain ~ as a function of deviation of the actual contact
force 1“ from its desired value I’:,. Now, ~ must be c}~cm)  such that ~ -I F$$, has a finite
upper-bound which satisfies the stabi]ity  incqua]ity  (51). A viable c}loicc of P is

b = PO -1 7[1  - cxp(m?t  - 1 “ ) / 7 - ] (53)

where -y and T arc positive constants spccificcl  by the user, and /30 is the nominal value of @
t}lat produces the target ~noclcl  stiffness h,~. With this choice of /3, when 1“ > l’;,  the value of
,13 incrcascs,  and this in turn dccrcascs the apparent stiffness kap and reduces the contact force
1“, Similarly, when 1’< }’~,, ~ decreases to increase the apparent stiffness and thus incrcascs

@ - ~ czp[(~’~, -- 1“) /T], ~ reflects the ‘~ratc-of-adaptation)’the contact force. Note that since ~P, - ,
or scnsiti vity of@ to l“. in Appendix 111, it is shown that with this choice of ~, the expression
O -I F$$ is upper-bouT~dcd by &~, that is

(54)

where ~,,, = DO -1 Y[l -1 CWj(~{A/T  -- 2)]. }]cncc,  from inequalities (51) and (54), wc conc]udc
that a sufficient condition for closccl-loop  stability is given by

k,
““ <  ‘a -+ %

(55)

A more conservative sufficient, but not a necessary, condition for stability is found to bc

k h
‘“” < id (56)

c1

]ncqualitics  (55) and (56) arc similar to the conditions (41) ancl (42) obtained in Section 5.1
for a constant gain compensator. inequality (56) imposes a simple condition which guar-
antees  closed-loop stability without any knowledge of the robot parameters (a, b, b’) or the
environmental stifTness kC.

III order to appreciate the operation of the co~npcnsator gain ~, from (53) we obtain

(57)

l’}om (57), it is seen that ~ and $$ have the same sign. ‘l’his implies that when II’ is increasing

($+0),0 also increases in order to reduce 1’ to }’;,. Similar-l y, when J’ is decreasing

($$ < O), o also dccreascs  so as to il~crcasc 1 to J~,, We conclude that the adaptation law
given by (53) is cxpcctcd  to imprcwc the performance of the compliant control system.
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5.3 Ml{AC-l Jasccl Adaptive Compliance Compensator

~onsiclcr the compliant motion control systcnn S}1OWII  in Figure 11. In this section, wc dmwlop
a sinl~)lc MliA~-based adaptive compliance control sc}~cmc to ensure that the dynamic moclcl
relating the reference pcxsition  Xr to the contact force }“ emulates a user-spcci ficd target
dynmmi c model. ‘J’his  enables the robot to exhibit the sa7nc response characteristics, e.g.,
apparent stiffness and time-constant, when contacting cnviromncnts  with cliffcrcnt stiff ncsscs.

I“roIn equation (50), the aciual interaction dynamics rcprcscnting  the ~nalli~)ulator-c~lvi~o]l~~lc~~t
i] dcraction  can be described by the third-order diflcrcntial  equation

‘1 ‘IIC numerical value of kd is oflcn C}ICECII  to be small to ~ltcr  out the high-frequency noise
supcri mposcd on the contact force. Furthermore, ~! is often a small number in practice.
‘1’hcrcforc, for aclaptivc control clcvclopmcnt  [43], the third-order full dynamic model (58)
can be approxi rnatcd  by the first-order reduced dynamic model

[ ~~: ““” +@-’ R - ’  ‘ 1 ] ’ ’ ( ’ ) ’  ‘ d i r ( ’ ) - ’  ‘Sxr(”)

a’, -1 blkd——

or

(59)

F(s) , kds + k.--. ..—
%,(s)

[ ‘-’
‘-pk. + _Wkd “-

bke - I  CY]S-I [&-l P[
(60)

Notice that the rcduccd-order model (59)-(60) can alternatively be obtained by ignori~ig the
cl.ynamics of the position-controlled robot. Equations (59) and (60) can be written in terms
of the Yiltcrcd’)  contact force l;’ =

On applying a rcfcrcncc  positicm

~+%- J’ as

1

i’(s)
+ p i(t) = x,(t) ; —---- ‘ ---”

x, (s)
[ “-” ~“-” [;f:=l’b’j!&l&h . t : s -I

e

( 6 1 )

command x, with constant final value, the contact force. . . . .
)“ rcsponc]s  with the time-constant T = ‘&#&$$&Q  and prCsCnts the steady-state apparent

%ka ..-stiffncss k~p ‘ p~;+ bkep” It is seen that both the response time and the apparent stiffness
arc functions of the environmental stiffness ke. ‘1’hcrcfore, during contact with soft cnviron-
,Ilcllt~ ~ ~ Nai b!h and  koP H O; whi]c for hard environments) T ~ $ and ka~ - ‘P’.

‘> Wk. Since the
environmental stif~ness  ke can vary by several orders of magnitude, if the compensator paranl-
ctcrs  [a, ~, kd, ks] arc fixed, the robot will exhibit
response charactcri  sties when cent acting di flcrcnt
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III orclcr to ovcrcomc  t}]is protdcm ancl obtain  a uniform and desirable pcrformancc,  a
simp]c adaptive schclnc is proposccl  to ‘(tune” the compensator gains a and @ automatically
on-]inc as functions of the contact force ~“, while choosing constant values for kd and k.. In
practice, wc set k. = 1 and choose kd to filter out the force mcasurcmcnt  noise. Suppose that
the desired dynamic performance of the contact force 1“ in response to the rcfcrcnce position
Xr is dcscribcd  by the target interaction  dynamics

&(S) ,  ~,(kds i k.). . . . . -.—— .—. —— .—.. —. (63)
x, (s) ‘rn,s i 1

where }’;,, denotes the desired behavior of }“, and 7,,, and k~,  arc the desired user-spccificd
tilnc-constant  and apparent stiffness, rcspcctivcly. ‘1’his ensures that the environment behaves
like a simple spring-damper-spring systcm  with user-spccificd paramtcrs  Tn,, &, kd, and k~.
Notice that the target dynamics (62)-(63) can he written as

Fro(s) /G,,
fi~ -~ i,,,(t) -1 ; i,,,(t) = x. (t) ; – “--- - ‘ -“““ “- - “-”-
L, d{ n x,(s) 7,,,s -1 1

(64)

where l;;,, is the desired behavior of the filtered force l;’. Now, following Appendix IV, the
adaptation laws for a(t) and ~(t) which ensure that the actual interaction clynamics  (59)
tcncis to the target interaction dynamics (62) arc given by

a(t) = (I(O)  -t -yl ~t c(t)~’(t)dt  -i 72c(t)17t) (65)

P(t) = 0(0)  -I ~, ~’ e(t)l~’(t)dt -I A2e(t)F(t) (66)

where c(t) = l’(t) – l~,(t) is the deviation of the actual contact force l“(t)  from its desired
value 1~1 (t), [y], Al] arc constant positive intcgra] adaptation gains, and [-72, A2] arc zero
or positive constant proportional adaptation gai nso ‘1’hc adaptation laws (65)-(66) ensure
that the actual contact force l“ follows the desired contact force 1“~i assymptotical]y,  i.e.,
c(t)  --+ o as i? --~ 00. Note that the desired force J;,,(t) is obtained by solving the target
interaction dynamics (62) with the given rcfcrcncc  position Xr (t), To cnhancc  robustness
to the unmodclcd  manipulator dynamics, the a-mc)clification  method [43] is used, and the
i ml)rovcd adaptation laws arc given by
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‘1’hc a-]nodificcl  adaptation laws (67)-(68) for a and ~ ensure  that the residual tracking-error
c ~ J’ -- 3;,, tends to a bouncled  set of orclcr (a;), while guarm]tccing  rolmstncss  to the
unmodclcd  third and second-order dynamic terms in equation (58).

l“inal]y,  by setting 72 = O and using illtcgratio~l-by-~>arts,  equation (67) simplifies to

Note that since the desired contact force l’~,(t) is a smooth noise-free signal obtained from
the target interaction model (62), the desired force rate ~~l(t) can bc computed directly and
used in the adaptation law (69). It is seen that the computation of the compensator gain
a(i) from equation (69) dots not require  knowledge of the actual force rate l;’(t), which can
bi ~li~cult  to obtaili  ill practice since l“(t)  is a noisy signal.

WC conclude that the adaptive lag-plus-fecdforward  compliance control law is given by

1
Xf(i.) = id-Q(t)F(t) -1  [o(f)  - ::a(t)lfi(i)

where l;’ is the filtered contact force, and the control scheme is shown
that neither the com~diancc  control lau] (7o) nor the ada~~ta.tion  laws
contact jorcc Me information l;’(t).

6 Simulation Study

(70)

in k’igurc 14. Notice
(68)- (69) require the

‘J’}]c force control schemes dcscribcd  in Sections 4 and 5 are now a~)plied through computer
simulations to the 7 DOF  Robotics Research  Corporation (It}tC) Model K-1607 arm, shown
in 1~’igurc 15. ‘J’he complete kinematic and dynamic rnodcls for this arm are intcgratcxl into
a graphics-based robot simulation environment hosted on a Silicon Graphics l’ersonal llUS
workstation [45]. ‘1 ‘he simulation software incorporates models of all important dynamic sub-
systems and phenomena, such as full nonlinear arm dynamics, joint stiction,  a~ld translnission
effects, and therefore provides the basis for a realistic cval uation  of the control system  pcrfor-
mancc. ‘1’hc ltlt~ arm hm an aT]t}lro~)or~lorl)}]ic  design with seven rcvolute  joints, and is one
of the fcw commcrci al 1 y available kincmaticall  y redundant manipulators. I’hc overall reach
of the arm is approximately 80in and the total weight of the arm is over 5001b.

in the simulations, the robot position control system employs a high-performance adaptive
control]cr  dcscribcd  in [40]. ‘l’his controller ensures that any commanded cnd-cflector  position
trajectory xc is trackccl  accurately. All integrations required by the force control schemes are
implcmcntcd  using a simple trapezoidal integration rule with a time-step of OIIC millisecond.
‘J’hrcmghout t}lc simulations, the unit of lcng;th is inch, the unit of time is second, the unit of
al],gle  is clcgme,  and the unit of force is pouncl.
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‘1’hc simulation study  ctcmonstratcs  the capability of the proposccl
IJiancc  control schcmcs to achicvc a dcsircct  cmd-cffcctor/cnvironn~cmt

adtnittancc  and coln-
contfact  force. in this

stucly, a fri ctionkxs  reaction surface modeled as linear] y clasli c with a stiffness of 10Olb, /in
in series with a uni-directional daln~jcr having the friction cocf~icicnt  of 10lb.scc./in  is p]accd
in ik robot workspace. ‘1’his reaction surface is oriented normal to the y axis and is located
at VC = – 22.125; thus the nmasurcd  contact force l’ is modeled as

{

o if y ~ --22.125 (no contact)
],’ , 100(y -I 22,125) -I IOj if y >--22,125 and ~ >0 (contact, moving in)

100(y -I 22.’125) if ~ >- 22.125and ~ <0 (contact,  moving out)

‘1 ‘he task requires the exertion of a 10]b contact force normal to the reaction surface while
tracking a smooth 5in trajectory tangent to the surface. ‘1’hus we define l’; = 10 and z. =
xi -I 2.5[1 - cos(7r/5)t] for t c [0, 5], where xi is the z component of the initial end-cffector
position. For simplicity, t}lc  cmd-cflector  orientation ant] 2 coordinate are maintained at their
initial val ucs throughout the task.

‘1 b illustrate rotmstncss  of the force control schcnms  in accornlnodating  unexpected changes
in the cmvironmcntal stiffness, the stiffness ke is changed abruptly from kC = 1001h/in to ke
= 251b/in  at the miclpoint  of the x, trajcctcmy  at t = 2,5 SCCOIICIS, ‘l)hc control objective is to
maintain t}lc contact force at 1 OltI despite this stiffness variation, ‘J’his situation can occur in
~micticc when tracking along a surface cmnposcd of two rnatcrials  with different stiffncsscs.

‘1 ‘WO computer simulation studies  arc now described using the explicit force control (ad-
mittance control ) and the ilnplicit  force control (comp]i ancc control) schcmcs ctcvclopccl  in
Sections 4 and 5.

G. 1 Aclaptive Admittance Control

1 r] this CMC) wc usc the a.daptivc  1‘1 force control law

(71)

developed in Section 4,2, where e =- l~r -- 1“ is the force tracking-error. ‘1’his control schcrinc
has the attractive feature of not requiring force rate information for irnplcmcntation.  ‘J’hc
desired force sctpoint  is specified as

{

5[1 -- cos7rt] t <1
l’;(t) = lo t>]

so that the force sctpoint  changes slnooth]y  froln O to 1 OltI  in 1 scconc].
I’irst,  t}w open-loop response of the contact, force 1“ to the step reference input y, with

no force fccclback  (yj = O) is obtained. ‘1’he rmponse  indicates that the robot-plus-position
co]]trollcr-plus-reaction surface can he approxi rnatcd  by a linear  second-orctcr t ransfcr-function
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wit}) the forward  path gain ~~~ = 100 and the attenuation factor a = 10, since for the com-
mand y, = 0.2 inches the force response rcachcs the steady-state value I’}. = 20 lb in 1
second. 1“01 lowing Section 4.2, t}le integral gain ki and the initial proportional gain ~ arc
chosen as ki = 0.10 and k@ = 0.004 to satisfy the inequality O < ki < a [~ -I &]. ‘J’hc
rate-of-adaptation of the pro~)ortiona]  gain is chosen as CY = 0.0001 and the refcrencc  position
is set to yr = 0.2 inches. l’igures 16a and 16b show the variations of the contact force }“ and
the adaptive proportions] gain & during  the task. Mom l’igure 16a, it is seen that }“ tracks
the desired force sctpoint  1’} in the steady-state, which is reached in 1 second. ‘l’he contact
force is then perturbed at t = 2.5 seconds duc to the change in environmental stiffness, but
rccovcrs subsequent] y duc to the integral action to, settle again at the desired sctpoint  l’; =
10lb in the steady-state. Figure 16b shows that the adaptive term ac2(t) in the proportional
gain & causes an increase in the value of & cluring the transient responses, where there are
discrcpencics  between the actual and desired. forces. Once the force tracking-error e dimin-
i shcs to zero in the steady-state, the proportional gain rcturrm to its initial value ~. IIcncc,
the compensator adaptation improves the transient behavior by increasing ~ automatically
when c is 1 ar,gcj without affecting the steady-state performance.

6.2 Adaptive Compliance Control

in this case, wc usc the MI1.AC-based adaptive ]ag-phls-fccdforward  compliance compensator
‘$+ ~ developed in Section 5.3, where cr and ~ arc adaptive gains while kd and kaK(s) = -&, ~*

arc fixed coefficients set at k~ = 0.05, and k8 = 1. With this choice of (k~, ks),  the cutoff
frequency of the low-pass filter ~d~~ is at 20rad/scc.  For compliance control, there is no
force sctpoint  1’ ~; instead the desired contact dynamics is spccifrcd  by the user. Suppose that
tl]c target contact dynamics is c}loscn  as

o.oo4i;*(q -1 o.02J;,J(t)  ‘- o.05jr(t)  -t v,(t) (72)

whi cl] has the desired time-constant r~ =- ~L’4 = 0,2 scc and the desired stiffness knl =0.02
--1-  : 501 b/i n. ‘J ‘o obtain a constant contact force of 10lb, t]jc reference position is chosen to0.02
pcnctratc  into the reaction surface by y. =- 0.2 inches, so that Jj, = kw,y, = (50)(0.2) = 10lb.
‘J ‘hc adaptation laws for the compensator gains a and ~ are chosen as

C(t)  =’ 10-4 {0.1 -10.001 J’ C(t)j’(t)dt - ~’ Cl(t)dt}

p(t) =- 10--4 {0.1 -1 lo~’c(t)l’(t)clt - J’@(t)dt}

(73)

w}~crc c(t)  = l“(t)  -- l’~,(t),  and l’;,(t) is obtained tJy solving the target dynamics (72)
with y, = 0.2. Figures 17a and 17b depict the variations of the contact force II’ and the
compensator gain ~ during the task. 1 Worn Figure 17a, it is seen that initially the contact
—- ——. ——. ——— . . . . . . . . .

‘Since the adaptation gain for a is stnall,  tY varies very slight] y from its initial value.

25



,.

,.

form 1’ responds rapicll y to the stjcp rcfcrcncc position y.. ‘J’his initial deviation of ~“ from ~n,
causes the adaptive gain /? to incrcasc, which in turn forcm 1“ to track the dcsirccl trajectory
1’;,. ‘1 ‘hc transient response lasts 5Tn, = 1 scco]]d  and for t > 1, 1“ tracks }~, exactly and
rcachcs the steady-state value l’j~ = k,,,yr  =- 10 lb. At t = 2.5 scc when the environmental
sti frl)cs k. dccrcascs  abrupt] y, the contact force drops instantaneous] y but is restored to the
target force I’;,, in 1.5 seconds. Since @ dctcrmincs  the stiffncxs  of the compensator as given
by k. = K-] (0) =- $ = ~-1, it is interesting to consider the steady-state values of /3 in
tl]c time periods O < t < 2.5 and 2.5 < t < 5. 1 )uring  contact with the harcl surface
( kC = 100), from l’igurc 17b wc have ~~, = 0.01; hcncc k. = 100 and the apparent stiffness
is kap = [k: 1 -I k;l]--l  = [0.01 -I O.O1]- 1 :- 50 which is the specified moclcl stiffness ~n.
1 )uri])g contact with the soft surface (k, = 25), from Figure 17b wc have /?s, = – 0.02; hcncc
k. = --50 and kop = [–0.02 -I- 0.04]- 1 = ~ 50 = ~~ k,, again. Wc conclude that the adaptation
law has resulted in a negative value for @ [corresponding to positive force feedback loop] in
orclcr to increase the apparent stiffness of the surface from ke = 25 to k,, =- 50. F’inally, note
that from Section 5.3 the force rate information ~’ is not required for implementation of this
control schcmc.

7 Discussions and Conclusions

‘1’wo classes of force control scherncs  based  on compliant motion arc discussed in this paper.
‘1 ‘hc admittance control approach is an explicit force control schcmc that uscs force sctpojnt  as
command and accomplishes contact force control dircctl  y. ‘1’hc compliance control approach,
on the other hand, is an implicit force control schcmc that uscs reference position as command
a~ld achicvcs a desired contact dynamics. llot}~  schcmcs usc adaptive compensator gains
to ensure stable and uniform performance in contact with environments having unknown
stiff ncsscs.

It is interesting to compare the performance of admittance and compliance control schcmcs
for constrained tasks. ‘1’he admittance schernc  has the advantage of robust force setpoint
tracking and rejection of constant disturbances. 1 lowcvcr, it hm the clisadvantagc of re-
quiring  switching between z, as command (for unconstrained t~~ks) and F, as command
(for constrained tasks), and possibly poor transition response. ‘1’he compliance schcmc, on
the other hand, has the advantage of not switching commands bctwccn  unconstrained and
constrained tasks (both with x, as comrnancl), ancl therefore generally good response at
transition. lIowcvcr,  it h~~ the disadvaT~tage  c)f possibly less robust commaTld tracking and
disturbance rejection. ‘J’hcrcforc,  the utilizaticm of admittance or compliance control is dic-
tated by the requirements of the particular application at hand.

l’inal]y,  it is in~portaT~t  to appreciate the subtle diffcrcncc bctwccn  the convcT~tional
iTn~)cdancc  coT~trol and the proposcci  compliance ccmtrol. Consider the standard second-order
target inl~)cdaTlce  dynaTnics  [3]

mi, -i b[i, -- i] -i k[xr – x] = F (74)
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where Zr is the rcfercncc  positiori and x is
contact force. Assuming a lincar]y elastic

the actual position of the cnd-cffcctor  and 1“ is the
cnvircmmcnt, 1“ = kCz, equation (74) reduces to

) II’ =. mxr i bxr -t kx, (75)

It is seen that the dynamic model relating x, to J’ is dependent on the environmental stiff-
ness k.. llcncc,  under impcdancc  control, the robot will exhibit diflcrcnt  c}~aractcristics,
e.g., apparent stiflncss ancl response time, when contacting different environments. ‘J ‘his
is in contrast to the proposed comp]i  ancc control approach which attempts to maintain a
user-speci ficd invariant target dynamics bctwccn Xr and 1’ irrespective of the environmental
stiffness, such as

:1 i;,(t) -1 ; l+,(t)  = k&(t) -{ k$xr(t) (76)
rt 11

where T,,,, k,,,, kd, and k. arc user-spccificd parameters. IIcncc, the goal of compliance
control is to provide the same robot-cnvirol  Imcnt interaction dynami~s regardless of the
environmental stiffness.

‘J ‘hc anal ysis prcscntcd  in Sections 4 and 5 is in continuous-time and predicts closcd-
]oop satiability for arbitrary large environmental stiffness or compensator gain. JIowcvcr,  in
performing the computer simulations of Section 6, it was found that the force control systcm
tends to become unstable when the environmental stiflncss or the compensator gain have large
nulncrica] values, “J ‘})is instability can bc attributed to the ciiscretization  effects (such as zcro-
ordcr  hold, sam~ding,  etc. ) present in the discrctc-time implementation of the force cent rol
S C} lcmcs. In discrctc-time control s ystcms, decreasing the satnpling  period 7’ results in an
incrcasc  in the range of allowable loop gain k and yields improved system pcrformancc;  whi lC
incrcmsing 7‘ will mqui rc a dccrcasc  in k and results in degradation of syste~n performance
[SCC, e.g., 1]. As a conscqucncc,  simple force control laws that can bc computed rapiclly,  such
as those dcvclopcd  in Sections 4 and 5, allow a smaller sampling period to bc used and lead
to more stable closed-loop force control systems.

Chmwnt work is aitncd  at real-time implc~ncntation  an~ experimental evaluation of the
aclmi  ttancc  and compliance control schcmcs proposed in this paper on a 7 1 IOF Robotics
ILcscarch arm. l’roper  utilization of the arm redundancy to improve the systcm  performance
will also bc investigated,

8 Appendices

in these Appcnc]iccs,  wc derive the results used in the development of the admittance and
compli  ancc control schcmcs in Sections 4 and 5.
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8.1 Appendix 1: IIerivation of Adaptation l,aws for Admittance ~~ontrol

ConsiclcT tkc  scconcl-orcler systcm

;(i)  -1 a(t)ti(t)  -1 b(t)c(t) = f(t) (77)

where a(t), b(t) and f(t) contain both fixed system parameters and adjustable controller
gains. 1,ct the desired behavior of c(t)  be described by the second-order refcrcncc model

E,,,(t) -t 24 LL&(t) -1 w2c,,*(t)  =: o (78)

where ~ ancl w are the user-specified clamping ratic) and undamped natural frequency, rcspcc-
tivcly.  ‘J’hc problem is to find the appropriate time functions [a(t), b(t),  j(t)] SUC}] that the
state of the adjustable systcm (77), i.e., [~[~~], tends to that of the refcrcncc model (78), i.e.,

[ 1
%, (t)
t,?,(t) ) asymptotically. q’o this end, we subtract equation (78) from equation (77) to obtain

(e - En,) -1 2(W(L -- i,,,) -1 Ld2(c - %)= J -t (2~w - a); -1 (W2 - b)c

or, in the state-space form

(j;= o 1 )(}//! .{ 0– LL)2 --2(W 0  )(0”’(0w2–b  2(w --a
(79)

Where 1; = [(c -- c,,,), (t -- i,,, )]q’ is the 2x1 tracking-error vector. I~t us clcfinc  the positive
seal ar 1,yapunov function candidate

v :-- Ijl’IJJ; -I QO(j -- f*)2 -I QI (W
2 -- h -I b*)2 -I Q2(2(u - a -1 a*)2

( 8 0 )

where [~’, b*, a*] arc functions of time to bc spccificcl  later, [Q~, QI, Q2] are Constant mjtjvc
seal ars, and 1) =--

( )

pl P2 is the 2x2 constant symmetric positive-dcflnitc matrix which
P2 ?)3

satisfies the 1,yapunov  equation for the rcfcrcncc model, i .c.,

whctc Q = ()91 q2 is a symmetric positive-dcfitlitc 2x2 matrix. IIiffcrcntiating  V along
q2 93

the error trajectory (79) and simplifying the result, wc obtain

v: 4?’QE -I [2QOj(~ --- /“) -I 2q j - 2QOj*(j  - ~“)]
+ [2Ql(b -- W2)(il  -- b“) - ~q(b -- W2)C  – 2Q1b’(tI  -- b)] (82)
-I [2Q2(a - 2cw)(6 -- u*) -- 2q(a - 2<w)L -- 2Qza* (h - u*)]

where q = p2c -I p36 is the weighted position-velocity error. ‘1’0 ensure asymptotic stability of
(79), we set
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2QcJ(j – f’) -I %j = O --~ ( –f* =
2Ql(b -- w2)(~-- if) - 2q(b - W2)C ‘ O -~ b-- b“ =

2Q2(a -- 2(ti)(u -- h“) --- 2q(a -- 2(w)& ~ O --+ u – a* =

in this case, we obtain

V z -- H7’Q): -i 2j*q -- 2b*qc – 2u’qti

NOW,  let US choose j*, U* , b* M follows:

j* , -Q:q

b* z Q;qe
(’L* = Q;qk

.
where Q~, Q;, Q; arc zero or positive constants. ‘J’hen, V simplifies to

V = - E7’QE -- 2Q~q2  -~ 2Q; (qe)2 - 2Q;(qL)2

which is negative-definite in H, and hence (79) is stable  [46]. From
adaptation laws for j, a, and b arc obtai ncd as

and h cn cc

wlicrc

q(t) = ZUpc(t)  + w~~(t)

a~ld Ujp = Pz,u)d =- ps. A closer look at (87) reveals that

[Q~o
j(t) =- j ( 0 )  -  UJPQ:  -1 “d C(t)  - f-~’ c(i)dt - [u~~Q;]

(83)

(84)

(85)

(83) and (84), the

(86)

(87)

L(t) (88)

which shows that the auxiliary signal ~(t)  is produced by a constant-gain P] 1) controller
acting  on the error e(t). Note that j(t), a(t), and b(t) vary as functions of e(t) and i(t) uT~til
c = E = O in which case j, a, and  b reach constant values.
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8.2 Appendix 11: 13arbashin’s Theorem for ‘J’bird-Order Nonlinear Systems

ltccall  the error differential equation (24) in Section 4,2, viz:

lxt us define ncw variables as follows:

x] = J; cdt - C

where c = &’& [}’; –- l:] is a constant. ‘1’hcn (89) can bc written as the homogeneous cc~uation

itl -I ail -I [L’ -I Lk,kP]kl  -I bk.ktxl = O (90)
. . . .

SPCCI cc stablllty  cm tcrla have been obtainccl for onc particular class of third-order systems
by IIarbashin  [44]. ‘1’hc systcm  is dcscribcd  by the state equations

xl = X2

i2 ‘ X3 (91)
%3 = --j(x~) - 9(X2) -- axB

where j(0) = O and 9(O) = O, and both  j(xl) ancl  9(x2) arc diffcrcntiab]c.  If written as a
single third-order differential equation, this systcm  is equivalent to

it] -1 ail -1 g(il)  -1 j(z]) = o (92)

‘J’hc cqui}ibrium point, x. = O, is asymptotically stab]c  in the large if

(i) a >0
( i i )  j(x~)zl  >0, x, # O (93)

(iii) a9(xQ)/zz  -- j’(x~)  >0, X2 ~ O

where j’(xl ) = d[ j(xl)]/dzl.  Note that in terms of the original variables, the equilibrium
point is defined as {J;  edt = c, e = 0,6 =-- O}. While equations (91) and (92) arc written
wit]) dots indicating differentiation with respect to time, the independent variable must be
a dimensionless time in order that the x’s bc of the same dimensions and the criteria of
cciuation  (93) bc dircctl  y applicable. A seal ar J,yapunov function for the system is

v(x) =-- al’’(xl)  -i j(x~)x2  -1 G(X2) i l/2(ox2  -1 X3)2 (94)

where I+ ’(zl) = ~~1 f(xl)dxl  and G(x2) =- f~i g(x2)dx2.  ‘J’hen, wc obtain

V ( X )  =  - -  [(19(X2)/X2  – j’(XI)]X~ (95)
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‘1’bus, provided that  t}lc  conditions of equations (93) apply, then V(x) >0 and V(z) <0,
and thcrcforc  the systcm  is asymptotically stable. Note that the variable X3 does ~lot appear
in V(x),

While equation (92) is a nonlinear third-order equation with rather general nonlincaritics
allowed in both the dcpcndcnt  variable xl and its first derivative il, it is ncccssary  that there
bc no products of these  two types of terms, and that the second and third derivatives appear
only in linear terms. Note that for the linear third-order differential equations

1] -1 Clli] + a.zil -1 a3xl ‘ o

where al, a2, and a3 arc positive constants, 1 larbashin’s  ~’heorem reduces to the classical
ltouth-llurwitz  condition, namely

ala?  > as

8.3 Appendix III: Boundedness  of ~ -I J’$$ in Compliance Control

in this Appendix, we show that using the adaptive compensator

B ‘ & i 7[1 -- CX])(R, -- ] “ ) / 7 - ]

the expression

is upper bounded. lJsing equation (96), A can be cxprcmcd  as

A = PO -1 ~ -t ~(~”/T -- ] )cxj)(]’;, – ]“)/T = ~

gain

(96)

(97)

47-17JJ (98)

w h e r e  11 ~“ (}”/7 – 1 )mp(l’;t – J’)/T. ‘J’o dctcrminc  the extremum  of 11 as a function of 1“,
WC find

dB-. . . . ::
dl’

;.(2 -- F/T)cz])(l’;n  - F)/T =- c1 (99)

hcncc {1” = 2T, 11 =- eZp(Fn,/T  – 2)} defines the maximum of B. ‘J’hercfore,  }J starts at
– cxp(~n,/T)  for ~ U- O, increases to exp(&/T -- 2) as ~ increases from O to 27, and then
dccreascs  to zero as F tends to infinity. ‘1’hus l; is boundccl  by

-- CX~(~\,/T)  < }) < CX?)(~’;,,/T  -- 2 )

WC conclude that the upper bound  on A is

A < ~,,,

where ~,,, = ~o -1 -y[l -1 CZp(FW,/T -- 2)].
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8 . 4  A p p e n d i x  IV: Derivation of Aclaptation  l,aws for Compliance  {~ontrol

~onsidcr  the first-order adjustable  system.

a(i)i(i)-i b(i)z(t)= u(t) (101)
WIKX-C u(i) is the scalar input, z(t) is the scalar output, and the cocficients  a(t) and b(t) con-
tain both fixccl systcm  paratnctcrs and adjustable controller gains. I.ct the dcsirccl  behavior
of the output  x.,(t) bc dcscribcd  by the first-order rejerence  model

a,,tin,(i)  -1 b“tz,,,(t) =- u(t) (102)

where a,,, and bnl arc positive constant cocfflcicnts  chosen by the user to ensure that Xn,
responds to u with a desirable time-constant T = ~; and steady-state gain k = &, that is,
::!! , ;...:G5 , ~~~z.  ‘J’hc prob]cm is to find the appropriate time  functions [a(t), b(t)] such,,,
t}lat, for all inputs u(t), the output x(t) of the adjustable system (101) tends to the output
Z,ll(t) of the rcfcrcncc  model (102) asymptotically; i.e., x(t) --~ X“l(t)  as t -–~ cm. ‘1’o this end,
wc subtract equation (102) from equation (101) to obtain, after some simplification, the error
di ffcrcnti  al equation

b~, -- b(i) a,,,  -- a(i)
d(t) =- – ::C(t)  -1 ------u,n—-x(t)  -i --- -_-—--i(t)

W h e r e  e(i)  = x(t) - x,,, (t) is the output tracking-error.
IJyapunov function candidate

(103)
u~,

I,ct  us clcfiTIc  the positive scalar

[

t),,, – b(t) 2

1 [

2am, -- a(t)v(t) = goe2(t) -i 91 -___- . . ..-– -- q; (t) -1 g2 -—— . . .. —-. -. _ . 9; (t)
1

(104)
a~% awa

where [q; (t), q;(t)] are time functions to bc spcciflcd later, and [go, q l, 92] are constant pos-
itive scalars. l)iffcrcntiating  V(t) with respect to time along the error trajectory (103) and
si mp]i fying  the result, wc obtain

v= –2::90e*  -1 2
[(p”:: b)(qocx--”::-- q~g’)-’  q’q’(:rl-’  ’ 0 1

- { 2[ ( % ?  (qock--%---q)g’)-’  @q’(:-’ 901

’10 ensure asymptotic stability of the error cliffcrcntial  equation (103), we
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I lJsing equation (1 06), V in equation (105) simplifies to

v’: --2;: goe2-l  2q;goex-1  2g;qoek

Now, lctuschooscq~,  qj as follows:

q; : --plcx

I q;= -pzex

where p] and pz arc zero or positi vc constants. ‘1’hcn, V simpli  fits to

v  = -- 2%e2 -- 2?)100(CX)2  – 
@2m)(ci)2

a,~-- ‘---’ ‘

(107)

I whic}l is negative-definite in e, and hcncc (103) is stable [46]. Fkom (106) and (107), the
aclal~tation  laws for a and b arc obtainccl as

A = an,~~cx – a,,,g~ = u,,,: cx -t a,,,pl  $j (cx) (108)

90a =- a,,,  --- ek --- a,j,q~ = n,,,: ck -1 a,,lpz  ~j (ei) (109)
92

I INt us define the adaptation gains

Al = a,,, % ; AZ = an,pz

and integrate equations (108) and (109) to yield

b(t) =-” b(o) -1 -)’I ~’ C(t)x(t)dt  -1 72c(t)x(t) (110)

a(t) =- a(0) -1 AI ~t C(t)i(t)dt  ‘1 ‘Y2C(~)i(t) (111)

Note that a(t) and b(t) vary as fu~lctions  of e(t) until c(t) u O; i.e., x(t) = x,,,(t), in which
case a and b reach constant values.
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Figure 10. Root iocus piot for conventional compliance compensator
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Figure 11. Lag-pius-feedforward c-ompiiance controi scheme
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Figure 12. Mechanical realization
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Figure 13. Root iocus piot for proposed compliance compensator
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Figure 14. MRAC-based  adaptive compliance
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Figure 15. Robotics Research arm in contact with a surface



12

10

8

6

4

2

0

/

/

..— -—. .— - —.— __

/
1 I

+—-——+———+———t—— 1 1 1 4
0.0 0.s 1.0 1.s 2.0 2.5 3.() 3.5 4.() 4.5 so

TIME (SEC)

Figure 16a. Variation of the contact force F in the simulation study
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Figure 16b. Variation of the adaptive proportional
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gain kP in the simulation study
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Figure 17a. Variation of the contact force F in the simulation study
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Figure 17b. Variation of the adaptive compensator gain
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